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Consistent Video Style Transfer via Relaxation
and Regularization
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Abstract—In recent years, neural style transfer has attracted
more and more attention, especially for image style transfer.
However, temporally consistent style transfer for videos is still
a challenging problem. Existing methods, either relying on a
significant amount of video data with optical flows or using single-
frame regularizers, fail to handle strong motions or complex
variations, therefore have limited performance on real videos. In
this article, we address the problem by jointly considering the
intrinsic properties of stylization and temporal consistency. We
first identify the cause of the conflict between style transfer and
temporal consistency, and propose to reconcile this contradiction
by relaxing the objective function, so as to make the stylization
loss term more robust to motions. Through relaxation, style trans-
fer is more robust to inter-frame variation without degrading
the subjective effect. Then, we provide a novel formulation and
understanding of temporal consistency. Based on the formulation,
we analyze the drawbacks of existing training strategies and
derive a new regularization. We show by experiments that
the proposed regularization can better balance the spatial and
temporal performance. Based on relaxation and regularization,
we design a zero-shot video style transfer framework. Moreover,
for better feature migration, we introduce a new module to
dynamically adjust inter-channel distributions. Quantitative and
qualitative results demonstrate the superiority of our method
over state-of-the-art style transfer methods. Our project is
publicly available at: https://daooshee.github.io/ReReVST/.

Index Terms— Style transfer, video processing, image synthesis,
temporal consistency, temporal regularization.

I. INTRODUCTION

RTISTIC images are visually attractive and impressive.
In the past, creating artistic imagery used to take experts
hours of effort. Now with the technique of style transfer,
real scene images can be automatically converted into artis-
tic works, benefiting users without professional capacities.
Gatys et al. [1] first proposed to use Convolutional Neural
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Networks (CNNs) for rendering artistic effects, which is
referred as Neural Style Transfer (NST). Since [1] rendered
images in an iterative optimization way, which is of limited
time efficiency, a variety of approaches fastened the styliza-
tion process for single-style-per-model [2], multi-style-per-
model [3], and zero-shot style transfer [4]. Some researches
focused on extending NST for photorealistic rendering [5],
doodle style transfer [6], and stereoscopy [7].

With the fast development of the internet and mobile
devices, an increasing number of videos are captured and
shared. Applying style transfer to video is interesting yet
challenging. One difficulty is to maintain temporal consistency
for video style transfer. Ruder et al. [8] first proposed an online
image optimization-based method. However, it takes several
minutes to process a single frame even with pre-computed
optical flows. To speed up the process, feed-forward models
were latter proposed [9]-[11], where picture pairs with optical
flows are used to train the network with a temporal consistency
loss. Although these models are much faster, their performance
on temporal consistency is not comparable with [8].

In addition to speed and performance, existing video style
transfer models also have the following problems: 1) Current
researches still follow the general solution of training on
videos or referring to optical flows, without considering the
properties of stylization. 2) Researches [9] have pointed out
that there is a trade-off between stylization and temporal
consistency. However, due to the inaccuracy of optical flows
or the defective design of regularizations, existing methods
have an unsatisfactory trade-off rate. 3) One bottleneck of style
transfer lies in feature migration. Existing end-to-end trainable
feature migration modules are either computationally costly or
unable to fully reconstruct style patterns.

In this article, we address the above problems and propose a
consistent video style transfer framework, as shown in Fig. 1.
First, we point out that the difficulty of video style transfer
lies in the contradiction between stylization and temporal
consistency, and further put forward to ease this conflict by
adjusting the style loss. Through relaxing the shape-sensitivity
of the style loss, the temporal consistency can be directly
improved. Second, through theoretical analysis, we find that
both the traditional way of training with videos and some
recently proposed single-frame regularizations have contra-
dictions with the essence of temporal consistency, which can
lead to under-fitting and thus degrades network performance.
Based on mathematical modeling, we derive a new compound
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Fig. 1. On the left are input style images, and on the right are three frames
from corresponding videos. The first row is the input video, the second and
third rows show our video style transfer results, and the fourth row is our result
of making the style dynamically change from one style image to another.

regularization to better fit the nature of temporal variation.
Extensive experiments demonstrate the effectiveness of the
proposed regularization in balancing temporal stability and
stylization effect. Another aspect to improve video style trans-
fer is to introduce the inter-frame relationship, which ben-
efits long-term temporal consistency. However, many models
implement this by estimating optical flows, which is of limited
robustness and low efficiency. We instead propose to share
global features. With feature distributions consistent among
the whole sequence, networks become more robust to motions
and illumination changes without hurting the stylization effect.
Finally, for feature migration, we design a dynamic filter to
adjust inner- and inter-channel feature distributions, which can
better reconstruct style patterns.

Combing the above improvements, we present a video style
framework. Our contributions summarize as follows:

o We propose a novel video style transfer framework
with both superior temporally consistency and visually
pleasing stylization effect. A powerful end-to-end train-
able filter is developed for dynamically adjusting inter-
channel feature distributions, which improves color and
texture reconstruction. Experimental results demonstrate
the superiority of the proposed framework.

« We analyze the conflict between stylization and temporal
consistency. To alleviate the conflict, we attempt to relax
the style loss through well-designed motions, which can
effectively improve temporal consistency without degrad-
ing style transfer effects.

« We provide a theoretical analysis and universal modeling
of temporal consistency, from which we derive a novel
regularization which has superior effectiveness in balanc-
ing spatial and temporal performance, and can help with
other computer vision video tasks.

Note that, this article is an extension of our earlier publica-
tion [12]. Our changes can be summarized into three aspects:
method improvement, experiment enrichment, and prospect
exploration. First, this article proposes a new technique for
video style transfer. In addition to [12], we analyze the
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temporal stability of stylization in Sec. III, and resolve the
conflict between stylization and temporal consistency through
relaxing the objective function in Sec. IV. With the new
technique, we achieve a performance higher than our original
submission. Second, we conduct more experiments and related
analysis. We provide additional comparison results on special
cases of changing focus, changing illumination, and large
moves. Ablation studies explore the separate effects of our
proposed techniques. Also, we show the application of style
interpolation and cases of degraded videos. Third, we explore
to combine the proposed techniques with Generative Adver-
sarial Networks (GAN), which might inspire new directions
for future research.

The rest of the paper is organized as follows. In Sec. II,
we review existing researches on style transfer and temporal
consistency. After that, in Sec. III, we provide modeling of
temporal consistency, and analyze the temporal stability of
style transfer. Then, in Sec. IV, we propose solutions for main-
taining temporal consistency, which can solve the problems we
find in Sec. III. After that, in Sec. V, we introduce our full
framework for consistent video style transfer. Later, in Sec. VI,
we conduct experiments to demonstrate the superiority of the
proposed method. We provide extensive comparison results,
ablation studies, and applications. Finally, in Sec. VII, we draw
conclusions and discuss potential future research directions.

II. RELATED WORKS
A. Image Style Transfer

Style transfer is the task of migrating styles from an artistic
image to a target image. Neural Style Transfer (NST) [1] first
formulated style as the feature-level correlation of pre-trained
image classification convolutional neural networks. Since then,
stylization has received more and more attention, even gives
birth to industrial products such as Prisma! and DeepArt.

A lot of research has been done to accelerate NST.
Johnson et al. [2] turned online optimization into feed-
forward processing by training a network with content loss
and style loss. Johnson et al.’s model can only remember one
style at a time. Chen et al. [3] proposed to store styles in
residual blocks. Recent researches mainly focus on rendering
images to any style in one feed-forward pass. Following the
idea that the essence of style transfer is to migrate feature
distributions [13], most zero-shot methods designed feature
adaptation modules. AdaIN [4] adjusted features through mean
and variance. WCT [14] proposed multi-scale whitening and
coloring transformation. Chen and Schmidt [15] migrated fea-
tures by patch swapping. Avatar-Net [16] adopted a style-swap
based style decorator. Recently, Li et al. [17] designed a linear
transformation matrix. SANet [18] proposed to replace the
patch-based mechanism with a linear module. Yao er al. [19]
introduced a self-attention mechanism.

Existing image style transfer methods have no consideration
of temporal consistency, therefore result in severe flickering
artifacts on videos. In this article, a novel style transfer frame-
work is proposed, which performs better for both temporal

1 https://prisma-ai.com/
thtps :/ldeepart.io/

Authorized licensed use limited to: Peking University. Downloaded on September 27,2020 at 05:08:54 UTC from IEEE Xplore. Restrictions apply.



WANG et al.: CONSISTENT VIDEO STYLE TRANSFER VIA RELAXATION AND REGULARIZATION

consistency and style transfer effects. Moreover, existing mod-
ules for feature migration are either computationally costly
such as WCT [14], unable to fully render the artistic style
such as AdalN [4], or not end-to-end trainable such as Avatar-
Net [16]. To resolve these problems, we design a dynamic filter
for inter-channel feature adjustment.

B. Video Style Transfer

Video stylization approaches can be divided into two cate-
gories: multiple-frame and single-frame.

Multiple-frame-based methods consider inter-frame correla-
tion in the inference phase. Based on NST, Ruder er al. [8]
warped previous frames to the current time, which forms
a temporal loss to guide the optimization. Based on Split
and Match [20], Frigo er al. [21] also used optical flows.
For further acceleration, some feed-forward networks are
proposed [10], [11], [22]-[24]. Gupta et al. [11] changed the
input of [2] into a concatenation of the current content and the
warped previous stylization result. Chen et al. [10] proposed
to do the warping in the feature space.

The effect of multiple-frame methods highly depends on
the correctness of estimated inter-frame correlation, such as
optical flows or RNNs. Therefore, ghosting artifacts may
occur when the estimation is inaccurate. Moreover, either
estimating optical flows or using RNNs is computationally
expensive, making it impractical to process high-resolution or
long videos. Besides, the spatial distribution of style patterns
is often neglected, which may lead to weird results.

Single-frame-based models instead process each frame inde-
pendently. The ability to maintain temporal consistency is
usually obtained through training loss functions [9] or stable
modules [17]. However, Huang et al. [9] required a separate
network for each style, while the stylization effects of Lin-
ear [17] is not satisfactory.

For multi-frame methods, introducing inter-frame informa-
tion helps with maintaining temporal consistency. However,
as mentioned before existing forms of inter-frame informa-
tion have many drawbacks. Single-frame methods are robust
to motions and computationally effective. However, existing
techniques are not powerful enough. In this article, we propose
a framework that combines the advantages and avoids the
shortcomings of these two kinds of methods.

C. Temporal Consistency

Temporal consistency is an important factor for video qual-
ity. Optical flow is the most common tool for maintaining
temporal consistency [8], [10], [11], [22]. However, estimating
optical flow is computationally expensive. Temporal filter-
ing has been used in some researches [25]-[27], however,
the designed filter formulation is specific to the target task
and cannot be easily generalized to other applications.

Some techniques target universal tasks. Bonneel et al. [28]
proposed a gradient-domain technique that is blind to the
particular image processing algorithm. Yao et al. [29] targeted
at the cases of occlusion and proposed an online keyframe
strategy and a local color affine model. However, these
approaches cannot handle more complicated tasks such as style
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transfer. Lai et al. [30] designed a blind post-processing neural
network that supports many kinds of vision tasks. However, for
style transfer, it may blur the strokes and bring out a color cast.
Eilertsen et al. [31] proposed to use single-frame regularization
to increase the temporal stability of CNNs. However, there is
no theoretical basis and no experimental comparison against
existing video models.

Combining style transfer, in this article we further study
the theoretical principle of temporal consistency, propose
an effective solution, and conduct extensive experiments to
demonstrate our standpoints.

III. TEMPORAL PROPERTIES OF STYLE TRANSFER

In this section, we provide modeling for temporal con-
sistency, based on which we analyze the conflict between
stylization performance and temporal consistency.

A. Modeling of Temporal Consistency

Different from separate images, video frames are highly
correlated and temporally smooth. To analyze the flicker in
video style transfer, we first need to give a mathematical
formulation of this inter-frame correlation.

Without loss of generality, we ignore the appearance and
disappearance of objects and assume that the color is constant.
In this way, we only need to consider motions. Denote X,
as the n-th frame of the video, temporal consistency can be
defined as: there exists a small number 6 > 0, such that for
all n, m with |n —m| < K, the value of X, satisfies

Xy — Wx,,—x,(Xm)ll <9, (1)

where K denotes the length of long-term temporal consistency,
and Wx, . x,(X) denotes the result of warping X,, to X,
with the corresponding optical flow. ¢ defines the degree of
consistency. For a stable video, ¢ should be small enough so
that human eyes are not sensitive to the flickering artifacts.

Our target of maintaining the temporal consistency of an
image processing model F can be expressed as: when the
input video is consistent, we hope that the output video is also
consistent. Evidently, X,, and X,, are not limited to adjacent
video frames. Therefore, we can write our target as

Target 1: There exists small numbers €, 6 > 0, such that
for any X, X’, and an operation of warping W with || X' —
W(X)|| <4, Y = F(X) and Y’ = F(X’) satisfy

Y —wl <e. )

B. Temporal Consistency of Style Loss

Many image processing models [32]-[35] have little flicker-
ing artifacts on videos. But for image style transfer, the con-
trary is true. Existing researches [10], [11], [22]-[24] have
found that image style transfer models are not temporally
consistent. Gupta et al. [11] explained that this is due to
the non-convexity of the Gram-Matrix-based minimization
objective. However, many variants of the style loss do not
use the Gram Matrix but still cannot get rid of the problem.
In this article, we offer a more general explanation.
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TABLE I

STYLE LOSS WITH AND WITHOUT THE OPTIMIZED MOTION W. WE ALSO
SHOW THE MEAN RATIO OF Ly (W(Y))/Lytyie(Y)

Network @  Distance D(-)  Lgtyie(Y)  Latyie(W(Y))  Ratio
VGG16 Gram 6.451 7.928 1.508
VGG16 Mean & Var 3.008 4.127 1.518
VGGI19 Gram 22.886 25.094 1.263
VGGI19 Mean & Var 4.294 5.742 1.497
Average 1.446

The task is to render the style of an artistic image S to
a target image /. Without loss of generality, we assume that
the style image is fixed during the training. Although there
are many variants, existing style losses have not gone beyond
characterizing the difference between the distributions of two
image features as follows,

Lstyie(1) = D (D(®1(1) = Di(8))), 3)
l
where @; is the [-th layer of a pre-trained model ®. D(-) is
the distribution distance, such as the Gram Matrix [1], mean
and variance [13], and the Earth Movers Distance [36], efc. In
this article, we choose the mean and variance version for its
low computation cost. The loss formulation is

Lyryie(I) = (|IMean(®; (1)) — Mean(®;(S))||*
l

+ || Var(®; (1)) — Var(®;(S)[?),  (4)

where Mean(-) denotes calculating the mean, and Var(-)
denotes calculating the variance.

Different from [11], we hold that the temporal instability
of the style loss comes from the features ®;. To perceive
the lines, strokes, and colors of the artistic image, ® has
to be sensitive to the variation of shapes and edges, such
as VGG [37]. However, temporal consistency instead requires
the model to be robust to the variation of shapes and edges,
indicating that there is a conflict between style transfer and
temporal consistency.

To demonstrate this conflict, we show that particular
motions can greatly increase the style loss. We first selected
6 content images and 20 artistic images, then applied
7 style transfer methods [1], [4], [14], [16]-[19] and obtained
840 style transfer results Y. Next, we used Stochastic Gradient
Descent (SGD) to find an optical flow W to maximize
Lsiyie(W(Y)). An example is shown in Fig. 2. We limited W
to be small so that Y and W (Y) are very similar in human eyes.
To cover all commonly-used types of style losses, we tested
on both VGG-16 and VGG-19. For distance metrics, we used
not only the original version, i.e. the Gram Matrix, but also
a widely-used variant of combining mean and variance [13].

In Fig. 2, although Y and W(Y) absolutely share the same
artistic style in human eyes, the style loss of W(Y) is almost
twice as much as that of Y. As shown in Table I, for all
different kinds of @ and distance metrics, we can easily find
a W to make the style loss rise by 44.6%.

Assume that Y = F(X) is a perfect style transfer output,
we can always find some W with which the style loss of
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(a) Inputs (© W(Y)

@ w

Fig. 2. Style loss can vary a lot with a small motion. Stylization result Y
is obtained by NST from the inputs. We use the optical flow W to warp the
image Y, and obtain W(Y). The style loss of Y is 0.77, while the style loss
of W(Y) is 1.32.

Y = F(W(X)) is pretty high. Combining Eq. (2), this
means that the style loss and temporal loss might not be well
minimized at the same time. Therefore, image stylization
models that target at minimizing style loss cannot avoid
flickering artifacts.

The above analysis also indicates that if the stylization
model is forced to maintain temporal consistency, the styl-
ization performance will degrade. Corresponding experimental
results can be found in [9]. Huang ef al. trained the network
of [2] with both stylization loss and temporal loss for video
style transfer. Although the model is temporally smoother,
the distribution of color is simpler, and the details of strokes
and textures are lost.

IV. MAINTAINING TEMPORAL CONSISTENCY VIA
TRAINING ON SINGLE-FRAME

In this section, we introduce a comprehensive solution for
video style transfer. First, to reduce the conflict between
stylization and temporal consistency, we relax the style loss.
Then, a new temporal regularization is derived from the
temporal consistency modeling. For the long-term consistency,
we propose a strategy of sharing global features.

A. Relaxed Style Loss

Style loss is sensitive to shape variation, but in human
eyes, shape may not play an important role in defining artistic
style. As previously mentioned, slightly warping the stylization
result Y has an effect on style loss. We further find that the
same is true for the style image S. In Fig. 3, although the
two style images are of the same style in human eyes, using
Fig. 3(b) as S, the style loss is 0.7479, while using Fig. 3(c)
as S, the style loss is only 0.5711.

This inspires us to remove the shape-related parts in style
loss, which means to relax the style loss so that it will be less
sensitive to motions. Toward this end, we find a motion W to
decrease the style loss
(r,8) = mVli/n ﬁstyle (Y, W(S)). (5)

%
style

If we instead adjust the stylization result Y

style

cyie(¥, 8) = min Lsiyie(W(Y), 5), (6)

the style loss will also be decreased. However, in experiments,
we found that adjusting Y can even increase the temporal loss.
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(b) Style A (c) Style B

(a) Image (d) Residual

Fig. 3. Computing style loss using different style images. (a) a content image
and its artistic version, (b)-(c) style images, (d) the residual of (b) and (c).
Using style image (b), the style loss of (a) is 0.7479, while using style image
(c), the style loss of (a) is 0.5711.

This may be because W (-) distorts the output and introduces
random factors, making the problem more difficult.

Since there is no analytical solution, we solve the minimiza-
tion problem through optimization. To restrict solution space
and smooth the optical flow, we transform W into

W = Blur(4y, tan(Upsample(Wy))), 7

where W; is 1/8 smaller than W, tan(-) denotes the tangent
function, and Blur(-) is a Gaussian blur operation of standard
deviation value ¢ = 50.5. The kernel size is set to a very high
value 101 so that W can be smooth enough. We use tan and
Awm to limit the range of the motion.

To fasten the training process, we use a very large learning
rate of [r = 16 and limit the iteration to 16 steps only. Finally,
the proposed relaxed style loss is
sivie(Ys §) = rr‘gn £style(Y, W(S)). (8)

style

B. Compound Temporal Regularization

Existing video-related models [9] are trained on a large
amount of videos with corresponding optical flows. However,
high-quality videos can be difficult to collect. Moreover, state-
of-the-art optical flow estimation models are still not good
enough, which may lead to inaccurate labels and mislead the
style transfer model. In this article, we design a new temporal
regularization based on our temporal consistency modeling,
with which no video or estimated optical flow is required in
the training process.

Denote A = X' — W(X), then Eq. (2) is

1Y =wmll = IFX) = WEFEX)II
= [[FW(X) + &) = W(EFEE)I, )

which means that maintaining temporal consistency is equiv-
alent to minimizing

£comp = ||]:(W(X) + A) - W(]:(X))H (10)

Intuitively, Lcomp is a compound of two transformations: A
represents local jitter or noise, while W (-) represents motions.
The explicit meaning of Eq. (10) is to force the model to gen-
erate consistent results under the compound transformation.
One difference between the classic way of training with
video and our regularization is that, for the former, users
first obtain adjacent frames and then estimate optical flows,
where the estimation may be inaccurate. For our regularization,
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Fig. 4. Ablation study of global feature sharing. With the proposed strategy,
although a black broadsword enters the picture, stylized patterns of the snow
mountain maintain the same appearance on different frames.

users first generate optical flows and then synthesize adjacent
frames. Therefore the optical flows are absolutely accurate.
We will show later that training with Lcym, can efficiently
improve temporal consistency.

C. Sequence-Level Global Feature Sharing

Single frame information is obviously insufficient for stable
video processing. A common way to introduce inter-frame
correlation is warping frames with optical flows in the infer-
ence phase [8]. However, this highly relies on the accuracy of
optical flows and fails to handle long-term consistency.

We notice that many style transfer methods use full image
global distributions to characterize styles, such as feature-level
mean and variance in AdaIN [4]. However, when there are
extreme variations, e.g. a new object enters or the illumination
changes, global distributions will be changed. This may cause
the same object to have different styles in different frames.

Driven by this observation, we propose to share global
features across the whole sequence. Specifically, we first
extract 1/8 frames, then calculate the sequence-level average
of the global features. Finally in the inference phase, only the
averaged values are used.

As shown in Fig. 4, without the sequence-level global
feature sharing, stylized patterns are of different appearances
in different frames, which creates flicker artifacts.

V. CONSISTENT VIDEO STYLE TRANSFER

Combining the above techniques for temporal consistency,
we propose a novel video style transfer framework. In this
section, we first introduce our new stylization module for
adjusting feature distribution. Then, we give the architecture
of our full model.

A. Dynamic Inter-Channel Filter

According to [13], the essence of style transfer is to migrate
feature distributions. Currently, most feed-forward arbitrary
style transfer models are based on feature adjusting modules.
AdalN [4] proposed to align the feature-level channel-wise
mean and variance and designed the Adaptive Instance Nor-
malization (AdalN) layer. Avatar-Net [16] proposed the Style
Decorator, combining distribution migration and patch match-
ing. Yao et al. [19] improved Avatar-Net with self-attention
mechanisms. Also based on the self-attention mechanism,
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Filter Predictor

Filter Predictor

32-Channel 512-Channel

32-Channel
Input 512-Channel
Content Feature

Fig. 5.

)
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Conv Block Res Block @ AdalN

Style Features

Content

Q@ InstanceNorm

Result
Decorator

Encoder Decoder

Left: the proposed decorator block for inter-channel feature adjustment. Both target style features and input content features are fed into a shallow

sub-network Filter Predictor to predict filters. Residual learning and dimensionality reduction are used to improve the efficiency. Right: The overall architecture

of the proposed encoder-decoder style transfer network.

HxW

1
1
(c) After AdaIN

(a) Content Feature (b) Style Feature

Fig. 6. AdaIN edits the feature of every single channel but has no
consideration of the correlation between different channels.

] =
(a) Input (b) Yao et al.  (c) SANet (d) Ours
Fig. 7. Comparison with other style transfer modules.

SANet [18] transferred features by modifying the attention.
However, as shown in Fig. 7, AvatarNet and [19] cannot
well match style patterns and semantic structures, which may
lead to messy textures and distorted contours. Moreover,
AvatarNet does not support end-to-end training. SANet may
distort textures and introduce strange strokes. To solve these
problems, we propose a new style transfer module.

Our design is based on AdalN. In AdalN, although for every
single channel the distributions are well migrated, the corre-
lation across different channels may be still inconsistent with
that of the target style, as illustrated in Fig. 6. This can lead
to unsatisfactory results, such as fusing colors in Fig. 8(b).
Based on this observation, we propose to adjust both inner-
and inter-channel features.

As shown in Fig. 5, both input and style features are fed
into the Filter Predictor module to dynamically predict a linear
combination of different channels, which is later applied to the

(a) Input

(b) AdaIN  (c) S Filter (d) C+S Filter

Fig. 8.  Ablation study of different decorator modules. S denotes being
dynamic to only style features. C + S denotes being dynamic to both content
and style features.

input feature by a 1 x 1 convolution. Global average pooling
modules guarantee that the network is robust to any resolution.
Notice that if we directly predict a 512-channel filter, which
has 512x 512 = 2!8 parameters, the computational complexity
will be too high. Therefore, we reduce the dimension to 32 and
use residual learning to prevent information loss. As shown
in Fig. 8, with Filter Predictor, the textures are clearer and the
colors match the target style better.

The proposed Filter Predictor is dynamic to both content
and style. If it is only dynamic to style, which is similar to
Meta Network [38], the stylization result will be unsatisfactory
as shown in Fig. 8(c).

B. Network Architecture

Our model is based on the widely-used encoder-decoder
architecture. It has shown great performance in many appli-
cations, such as segmentation [39], compression [40], unsu-
pervised feature learning [41], and also style transfer [4],
[14], [19]. Common encoder-decoder architectures contain one
encoder for feature extraction and one decoder for image
generation. While in our model, there are two encoders, one
for the content and the other for the style. Also, there is
a feature migration module between the encoder and the
decoder.

The architecture of the proposed framework is shown
in Fig. 5. First, VGG-like encoders extract high-level features
of the input content and style images, respectively. Then,
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Fig. 9. Results with and without content image desaturation. (a) and (c) are
the inputs for (b) and (d), respectively. In (b), the model is trained without
content image desaturation, and (d) vice versa.

the content features are processed by three consecutive deco-
rator blocks to match the styles. Finally, the adjusted features
are mapped back to the image domain through a decoder.
Inspired by Avatar-Net [16], we add multi-level AdaIN skip
connections between the encoder and the decoder.

In our model, there are two kinds of global features: 1) the
feature-level mean and variance in instance normalizations or
AdalNs; 2) filters predicted by Filter Predictor. According to
the proposed global feature sharing strategy, their values are
shared among the whole sequence in the inference phase.

C. Loss Functions

The training loss £ consists of five functions:

L= j«tﬁt + /lsﬁs + icﬁc + AL+ /ltl)‘ctl)a (11)

where £; denotes the proposed compound temporal loss, and
L, denotes the relaxed style loss. For style loss £, and content
loss L., we use a pre-trained VGG-19 [37]:

Ls(S,Y) = nvlvin Ls(W(S),Y), (12)

L(S,Y) = D (IIMean(®;(S)) — Mean(®;(Y))[|*
+ [ Var(®;(S)) — Var(®;(Y))]%),
LAC.Y) =D |@/(C) — &y ()],

where @; denotes the feature map of VGG-19 at layer [,
S denotes style images and C denotes content images. For
L., we use ReLU4_1. For L, we use ReLUI_I, ReLU2_1,
ReLU3_1, and ReLU4_1. L;, denotes total variation loss [42].

Stylization can be easily affected by the color of content
images, especially when the style image is blue and the content
image has red or yellow objects. As shown in Fig. 9(b),
the walls are red and the lighthouse is orange, which are
inconsistent with the blue color of the style images. This may
be due to that content loss use image classification models
to extract features and these models are sensitive to warm
colors. To solve this problem, we desaturate content images
in both training and inference phases. The final content loss
for training is:

L(C,Y) =D 1®1(Cgray) — D1V,

13)
(14)

15)
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where Cg,qy denotes gray content images. As shown in Fig. 9,
desaturation helps with preserving the color of the style.
Moreover, we introduce a color reconstruction loss:

Ly = II}—(Cgraya Ccolor) - Ccolor”, (16)

where F represents our model, and F(Cygray, Ccolor) denotes
colorizing gray images using the style of the corresponding
colorful images. The color reconstruction loss helps with
improving the temporal consistency and avoiding color bias.

VI. EXPERIMENTAL RESULTS
A. Implementation Details

In compound regularization, W (-) is implemented by warp-
ing with a random optical flow. For a frame of size H x W,
first a Gaussian map W;, of shape H/100 x W/100 x 2,
mean 0, and standard deviation o, is generated. Then, Wy, is
upsampled to the size of H x W and blurred by a Gaussian
filter of kernel size 100. Through upscaling and blurring, W;,,
would be very smooth. Finally, we add two random values
W;; of range [—10, 10] to the Gaussian map, and obtain the
final motion W = Wy, + Wy,. Intuitively, W;,, represents wavy
twists and Wy, represents translational motion.

The other transformation A is a random noise with A ~
N(0, o2 1), o ~U(os,205). We use oy, and o to control the
transformation magnitude.

The final network is first pre-trained with the original style
loss £~s and without temporal loss £, for two epochs, then
fine-tuned with the relaxed style loss L; for one epoch,
finally fine-tuned with £, and the temporal loss £, for one
epoch. More experimental settings can be found in the sup-
plementary material. The whole training process takes about
8 hours on GeForce RTX 2080Ti. Using relaxed style loss
can triple the time of each iteration, but does not affect the
testing time.

B. Quantitative and Qualitative Comparisons

The proposed method is compared with five state-of-the-art
style transfer frameworks [1], [4], [8], [14], [16], [17]. We
also compared with using the post-processing model [30]
with [14] and our baseline model. Our baseline denotes the
style transfer network with the original style loss, and without
temporal loss and global feature sharing.

1) Temporal Consistency: For quantitative comparison, we
employ the widely used temporal loss [8]. We evaluated both
short and long-term temporal consistency:

Ly =100 Wy, sx,_;(Yn) = Yo i)ll, (17)

where i € {1,2,4,8, 16} denotes frame interval, O denotes
occlusion mask, and o denotes element-wise multiplication.
We used all the sequences of MPI Sintel dataset [43]. For
i =1, MPI Sintel provides ground truth optical flows. For
i > 1, we used PWC-Net [44] to estimate optical flows. Since
optical flows might be inaccurate, we modified occlusion
mask as

0" =0 U{lIWx,-x, ;(Xp) = Xyl > 10} (18)
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TABLE II

QUANTITATIVE EVALUATION OF TEMPORAL CONSISTENCY. OUR MODEL
YIELDS THE LOWEST TEMPORAL LOSS FOR ALL TEMPORAL LENGTH

Temporal Loss / Interval 4

Method
=1 i=2 i=4 i=8 i=16
WCT 0.116  0.119 0.120 0.116 0.112
AdaIN 0.082 0.085 0.087 0.086 0.085
WCT + Blind 0.070  0.073  0.077  0.080 0.083
Avatar-Net 0.056  0.063 0.067 0.070 0.073
Linear 0.040 0.046 0.049 0.051 0.053
Ruder et al. 0.038  0.047 0.059 0.073 0.086
Baseline 0.059 0.062 0.063 0.063 0.063
Baseline + Blind  0.048  0.050 0.052  0.056 0.063
Ours 0.036 0.040 0.042 0.043 0.044
Comparison Result Ablation Study
— weT —— Baselin
— _ Adn —_ GT;:a\ ©
~—— WCT+Blind ~— Relax
0.14 —— Avatar-Net . — Lt
) —— Linear —— Global+Relax
u —— Ruder et al. 4 ——— Global+£¢
Ours Relax+L¢
” i — i — anax
(%2}
o
— - -
©
g
£ 0.06 - i
9]
- f
to ] //’/

T —T—TT 7T T T —T—TT 7T T
1 2 4 8 16 1 2 4 8 16
Interval Interval

Fig. 10. Visualization of temporal consistency. Left is the comparison results
against other methods. Right is the ablation study of our model.

This also helps us exclude areas where the illumination
changes. For styles, we collected 20 artworks of various types.

Quantitative results are shown in Table II and Fig. 10. The
model proposed by Ruder et al. [8] maintains good consistency
for the short temporal length, however, with the increase of
i, the performance degrades heavily. This is because it relies
too much on the inter-frame relationship and can be easily
affected by inaccurate optical flows. Lai et al. [30] designed a
blind post-processing model Blind. We show its result with
WCT [14] (which the authors used in the original paper)
and our baseline. Blind is also not robust to the increase of
temporal length. Compared with other methods, our model
yields the best result for all temporal length.

2) Stylization Effects: Image style transfer results are shown
in Fig. 11. NST [1] fails to balance colors and leaves many
parts not stylized. AdaIN [4] and WCT [14] distort content
structures heavily. Avatar-Net [16] well generates the style
patterns, however, the patterns have less correlation with the
semantic structure. Linear [17] introduces weird colors such as
pink in the first row. Our models better balance style migration
and semantic reconstruction.

Video style transfer results are shown in Fig. 12. Both
AdalN, Linear, and [8] fail to reconstruct the pure blue color of
the target style. WCT and Avatar-Net well synthesize the water

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 29, 2020

TABLE III
MEAN USER PREFERENCE OF VIDEO STYLE TRANSFER METHODS

Rater Preference

Method
Stylization Temporal Comprehensive

Ours / WCT 0.53/047 0.95/0.05 0.83/0.17
Ours / WCT + Blind  0.80 / 0.20  0.98 / 0.02 0.90 / 0.10
Ours / AdaIN 0.92/0.08 0.98/0.02 0.97 /0.33
Ours / Avatar-Net 0.60 /040 0.88/0.12 0.77 / 0.23
Ours / Ruder et al. 0.85/0.15 0.92/0.08 0.97 / 0.03
Ours / Linear 0.73/027 0.85/0.15 0.78 / 0.22

painting stroke. However, they large high temporal errors.
Compared with other methods, the proposed model better
migrates colors and preserves semantic details.

Fig. 14 shows the qualitative results of long temporal
consistency. For [8] and Blind, the bamboo leaves are stylized
differently in frame 1 and 50. Moreover, [8] has a red ghosting
artifact of the human’s walking track, while Blind causes
severe color bias. Our model instead well maintains temporal
consistency even for an interval of 49 frames.

In Fig. 13, we show more comparison results against [8].
In Fig. 13(a), the tree becomes more and more blurry as the
focus changes. However, in the result of [8], the appearance
of the tree is static. Since [8] relies on optical flows and
optical flows cannot handle focus, [8] fails to characterize the
focus variation. Our model instead uses textures to express
focus variation. Similarly, in Fig. 13(b), [8] fails to handle the
illumination changes, while our result can reflect the change
of shadows on the background. In Fig. 13(c), the result of
[8] is messy, making it difficult for the users to recognize the
content. Moreover, [8] fails to well transfer the style of the
artistic images. In Fig. 13(a), the red color of the apple and
some green color of the tree still remain on the stylization
result. In Fig. 13(b), [8] fails to generate the brown pencil
drawing texture. In Fig. 13(c), [8] has weird white color. In
addition, [8] is based on online optimization, taking several
minutes to process a single frame even with GPU. Our model
can well represent the content variation of the input video
while preserving the style of the artistic image, and takes only
0.07 seconds to process a 1024 x 436 frame.

3) Human Preference: We conduct a user study where
20 people are asked to compare the video style transfer
result of the proposed method against other methods. We
ask the users to consider visual stylization effect, temporal
consistency, and comprehensive effect, respectively. As shown
in Table III, our model has the best human visual effect.

4) Exclusion Time: We fix the resolution of the content
frames and style images to 512 x 512, and fix the video
sequence length to 50 frames. The hardware devices are
GeForce RTX 2080Ti and Intel Xeon CPU E5-2650. We show
the average time of generating one frame in Table IV. Due to
the slow process of optical flow estimation and optimization-
based stylization, [8] takes minutes to generate a single frame.
Image style transfer models need to re-encode the style image
each time processing a single frame, therefore, the running
times of Avatar-Net [16], WCT [14], and AdaIN [4] are all
higher than that of our method. Linear [17] is slightly faster
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AdaIN
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Fig. 11. Comparison with state-of-the-art methods on image style transfer.
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. - 1

9133

Avatar-Net Linear

7

WCT+Blind

Ours

Ruder et al.

Fig. 12. Comparisons on video style transfer. The bottom of each row shows the temporal error heat map. Please refer to the supplementary materials for a

video demonstration.

TABLE IV
EXECUTION TIME COMPARISON (SECONDS)

Method Ruder et al. WCT Avatar-Net
Time (sec) 75.320 3.499 2.786
Method AdaIN Linear Ours
Time (sec) 0.050 0.023 0.043

than our model, but as shown in Fig. 10 and Fig. 12, has worse
temporal consistency and stylization performance.

C. Ablation Studies

In this section, we evaluate the proposed techniques for
temporal consistency: relaxed style loss (Relax), compound
regularization (L£;), and global feature sharing (Global).

1) Temporal Consistency: The quantitative results are
shown in Table V and Fig. 10. Relaxing style loss and sharing
global features have a similar degree of improvement. Their
combination can further promote temporal consistency. Using
temporal regularization has a significant effect. Finally, using
all the techniques yields the best result. As shown in Table V,
adding a proposed technique always improves performance,
indicating that our three techniques do not interfere with
each other and their effects do not overlap. This supports our
methodology of comprehensively solving the problem from
different perspectives and demonstrates the effectiveness of

our modeling.
2) Stylization  Effect: Qualitative results are shown

in Fig. 17. Sharing global features may slightly change the
color distribution, however, the overall artistic effects remain
the same. Relaxing style loss even enhances the strokes. Both
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(c) Large motion

Fig. 13.  More comparison results on special cases of (a) changing focus, (b) changing illumination, (c) large motion. Compared with Ruder et al., the result
of our model fully reflects the content of the input video. Besides, the texture and color of our result are more consistent with the input style image.

Fig. 14. on long-term temporal consistency:

Comparison results
(a) Ruder et al., (b) Baseline 4+ Blind, (c) Ours.

of these two techniques can improve temporal consistency
without degrading the stylization effects. However, training
with the temporal regularization can weaken the strokes and
make the color duller. To alleviate this problem, we set a
small temporal loss weight so that the stylization effects are
still pleasing.

D. Comparison Against the Earlier Publication

Compared with our earlier publication [12], although the
quantitative improvement in temporal consistency is limited as
shown in Table. VI, the improvement in the stylization effect
is obvious. As shown in Fig. 15, with the proposed relaxed
style loss, the color becomes richer, the details are clearer,

Earlier Pub.

Ours

Fig. 15.

Qualitative comparison against our earlier publication [12].

and the texture of strokes is closer to the style reference. This
demonstrates the effectiveness of our new designs.

E. Effectiveness of Compound Regularization

In this section, we compare the proposed compound regu-
larization with other regularizations.

1) Discussion: Most existing models are trained on real
videos with temporal loss. However, due to the inaccuracy of
optical flows, or color/illumination variations, etc., the training
data usually does not satisfy Eq. (1). This may result in under-
fitting and degrade the performance.

To avoid the trouble of collecting video data and estimating
optical flows, some unsupervised single-frame regularizations
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Fig. 16. Performance of the temporal consistency and stylization. Each data point represents an individual experiment. The strength of regularization is

represented by different colors. A deeper color indicates a higher temporal loss weight ;. For the convenience of comparison, we additionally draw some
light gray dotted lines as reference lines. These reference lines can better show the relative position of the points on different subfigures.

TABLE V

QUANTITATIVE ABLATION STUDY OF THE PROPOSED TECHNIQUES
FOR MAINTAINING TEMPORAL CONSISTENCY. THE FULL-VERSION
MODEL YIELDS THE LOWEST TEMPORAL LOSS FOR ALL TEMPO-

RAL LENGTH
Method Temporal Loss / Interval ¢
Global Relax Ly t=1 i=2 i=4 i=8 =16
0.059 0.062 0.063 0.063  0.063
v 0.050 0.054 0.055 0.055 0.056
v 0.050 0.054 0.055 0.056  0.056
v 0.043 0.047 0.049 0.050 0.050
v v 0.046  0.050 0.051 0.051 0.052
v v’ 0.040 0.044 0.045 0.046 0.047
v v 0.038 0.042 0.044 0.046  0.047
v v v 0.036 0.040 0.042 0.043  0.044
TABLE VI

QUANTITATIVE COMPARISON AGAINST OUR EARLIER PUBLICATION [12].
OUR NEW MODEL YIELDS THE LOWEST TEMPORAL LOSS FOR ALL
TEMPORAL LENGTH

Temporal Loss / Interval ¢

Method

i=1 =2 =4 =8 =16
Earlier Pub.  0.036  0.041  0.044  0.045 0.047
Ours 0.036 0.040 0.042 0.043 0.044

are proposed. The noise stability [45] can be rewritten with
our variables as

Lnoise = ||]:(X + A) - f(X)H (19)
The transformation invariance [31] can be rewritten as
Lumotion = [|F(W(X)) — W(F(X))II. (20)

Compared with training on videos, using regularization first
generates inter-frame variations then obtains adjacent frames,
therefore can obtain absolutely accurate ground truth labels.
Compared with Lcomp, both L,pi5e and Lyorion only contain
one kind of transformation. Therefore, they cannot guide the

(c) (b) (a) Input

(d)

Fig. 17. Ablation study of the proposed model: (a) baseline, (b) baseline
+ global feature sharing, (c) baseline + relaxing style loss, (d) baseline +
compound regularization.

Ls =094

Ls =136

Input Ls =174

Fig. 18. Results of models with different style loss. We choose three models
with similar temporal loss (0.0478 ~ 0.0481) but various style loss Ls. Models
with higher style losses fail to well reconstruct the wooden texture.

network to optimize in the most correct direction. To demon-
strate this, we benchmarked the above training techniques with
our baseline image style transfer network.

2) Experimental Settings: For training on videos, we fol-
lowed the loss function and training strategy of [9], the training
data of Blind [30], and use PWC-Net [44] to estimate opti-
cal flows. Lypise and Lyorion are implemented in the same
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Fig. 19.

Interpolation between four styles. Benefiting from single-frame processing and introducing inter-frame information in the way of global feature
sharing, our model allows styles to dynamically change over time.
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Fig. 20. Performance of compound regularization under different parameters.
A deeper color indicates a higher parameter value.

way with Leomp. To reduce the impact of randomness and
inappropriate weights, we conducted 5 individual trainings
and selected 8 sets of parameters: A, = k xi,i = {0, .., 8}.
For L,sise, we chose k = 50; for the other three strategies,
we chose k = 25. To solely evaluate the performance of
regularizations, we do not use relaxed style loss or global
feature sharing.

Temporal smoothness is measured by temporal loss
(Eq. (17)) with interval i = 1. Stylization effects are evaluated
by style loss and content loss.

3) Results: As illustrated in Fig. 16, even without temporal
loss, there is still a trade-off between temporal stability and
stylization: the decrease of temporal loss can increase style
loss, and content loss vice versa. This is because content
images or say input frames, are themselves temporally con-
sistent. Stylization, however, introduces variations, making it
harder to preserve temporal smoothness.

Lnoise decreases temporal loss. Moreover, it changes the
trade-off rate between style and temporal stability, which
means the same amount of style loss increase can bring more
temporal loss reduction. This indicates that regularizations can

w/0o Input

w/

Fig. 21.  Effect of with and without noise removal on degraded frames.
The inter-frame residual of the magnified area is shown on the right. The
input frames have blocking noise, which leads to severe texture instability in
stylization results. With noise removal, the strokes are temporally consistent.

NN il 11

W/O Framel Frame2 W/ Framel Frame2

Fig. 22. With the proposed temporal regularization, the temporal consistency
of CycleGAN [46] improves.

lead to better network characteristics. However, there is no
strong correlation between the temporal loss weight and the
style loss. Moreover, the increase of regularization strength
can degrade the effect of content reconstruction.

The other three strategies have better trade-off rates for both
style-temporal and content-temporal. With the increase of reg-
ularization strength, temporal smoothness improves steadily.
Among all strategies, Lcomp performs the best for style loss.
For content loss, although Lo, performs slightly worse than
Lmotion When the temporal loss weight is low, on the higher
strength, Leomp yields the best result. Directly training on
videos performs worse than Leomp and Lyorion. This may
due to that the color/illumination of real videos is not strictly
constant, and forcing networks to uniformly stylize different
colors may cause conflict.
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Input

Sample Translations

Fig. 23.

Combining the proposed temporal regularization, MUNIT [47] can
generate temporally smooth painting videos without hurting the generation
effect and multi-model diversity.

4) Effect of Trade-Off: As shown in Fig. 18, under the same
temporal loss, higher style loss can result in weaker strokes and
more monotonous colors. This demonstrates the importance of
a good trade-off between style loss and temporal loss.

F. Parameter Selection

In compound regularization, the magnitude of transfor-
mations is controlled by oy and o,, and the strength of
regularization is controlled by A,. We explored the effect of
these parameters. As shown in Fig. 20, oy, 04, and A, have
similar trade-off rates for style-temporal. For content-temporal,
the trade-off rate of o, is slightly worse than the others.
Finally we set o5 = 0.01, 6, = 8 and A, = 60 for an overall
good performance.

G. Application

1) Processing Degraded Videos: One underlying assump-
tion of our model is that the input video is temporally smooth
itself. However, in real applications, videos may be degraded
by noises or compression artifacts. As shown in Fig. 21,
the proposed model may be affected by blocking artifacts and
hurt the stylization effects. A simple solution is to enhance
input frames. We first compute the mean squared error of adja-
cent frames and set a threshold to roughly detect which object
is moving. Then, for the static area, we directly copy pixels
from the previous frame. As shown in Fig. 21, this simple
strategy can significantly improve temporal consistency.

2) Real-Time Multiple Style Integration: Our model can
integrate features to generate new styles. Moreover, benefiting
from our single-frame property, styles can vary from frame
to frame as shown in Fig. 19, providing users with high
flexibility. This is what traditional optical-flow-based methods
cannot achieve. A user interaction of real-time style adjustment
is shown in the supplementary materials.
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(d)

Fig. 24.  Computing adversarial loss using different images. (a) is a style
transfer result, (b) is warping (a) using (c), (c) is an optimized optical flow,
(d) shows the residual of (a) and (b). The adversarial loss of (a) is 0.07, while
the loss of (b) is 0.48.

3) Improving Other Tasks: The proposed temporal regular-
ization can help with more than style transfer. For example,
it can be used for unsupervised image-to-image translation.
Fig. 22 shows the result with CycleGAN [46] on horse2zebra.
The original temporal loss of CycleGAN is 0.090, with
compound regularization, the temporal loss is 0.082. For
translating photographs to paintings by MUNIT [47], temporal
regularization can decrease temporal loss from 0.0479 to
0.0416. At the same time, as shown in Fig. 23, the generation
visual effect and multi-model diversity is still pleasant.

VII. CONCLUSION AND FUTURE WORK

In this article, we propose a novel video style trans-
fer framework. To improve single-frame temporal stability,
the conflict between stylization and temporal consistency is
weakened through relaxing style loss. Then, we derive a
new regularization term, which outperforms existing training
strategies and can support various tasks. Besides, we design a
sequence-level feature sharing strategy for long-term temporal
consistency, and a dynamic inter-channel filter to improve the
effect of stylization itself. Experimental results demonstrate
the superiority of the proposed framework.

There are still some interesting issues for further investiga-
tion. A direction for future work is combining our temporal
consistency techniques with GANs. We have tried to add an
adversarial loss to our framework. We trained the discriminator
to classify style transfer results and real artistic images. With
this adversarial loss, the subjective effect is more pleasant, but
the temporal consistency becomes worse. We find that like the
VGG in style loss, the discriminator is also not consistent to
shape variation as shown in Fig. 24. Naturally, we tried to relax
the adversarial loss. However, different from the static VGG
in style loss, the discriminator is dynamic during the training,
therefore relaxing adversarial loss is not easy. This problem
is left for future research. Improving the temporal stability of
adversarial loss can be useful in many GAN-related tasks, such
as video synthesis and video-to-video translation. We will try
to combine our techniques with fashion synthesis [48], [49]
and makeup transfer [50] in the future. We believe that our
work of improving temporal consistency through relaxation
and regularization can inspire researches in related fields.

Another direction for future work is considering semantics
when synthesizing optical flows for compound regularization.
As introduced in Sec. VI. A., we synthesize motion W in
a random way, neither considering the shape of the objects
nor following the laws of nature. As shown in Fig. 25,
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(a) Randomly Synthesized

(b) From MPI

Fig. 25. Comparison of optical flows in compound regularization and optical
flows from the MPI Sintel dataset [43]. Different from randomly synthesized
optical flows, real ones have object shapes and semantic meanings.

compared with our random optical flows, real motions have
object shapes and semantic meanings. In this article, we chose
to use random motions because that, on the one hand, it is
difficult to predict possible motion patterns for each object
in the static image. On the other hand, as far as we are
concerned, the essence of single-frame-based video stylization
is to restrict corresponding pixels to be stylized the same on
different frames, which is a local or even pixel-level process.
Therefore, the large-scale shape-level domain gap between
random and semantic optical flows may have a limited impact
on the performance. In the future, we will try to synthesize
semantic optical flows and verify our assumption that shape-
level gaps do not affect performance.
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